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A Practical Tutorial for Using TMVA in Hall D
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Prerequisites
• Access to the ifarm 
• a speedy way to display graphics made by ROOT, preferably a VDI 

connection using VMWare, or to rsync the output ROOT files locally
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Goal: Use ROOTs TMVA to train a Boosted Decision Tree (BDT) to 
do a basic binary classification (in our case /  separation) 
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Overview of Procedure for a TMVA analysis
• Produce ROOT trees for your reaction of interest using the reaction filter 

plugin (in our case, )  

• Use a DSelector to produce a flat ROOT tree containing the same 
information + branches to contain the model inference  
• Load the ROOT trees into TMVAClassification.C and train the model 
• Classify real data with TMVAClassificationApplication.C and add the 

inference as a branch to your ROOT tree 
• Analyze the flat ROOT tree with the inferences added in a TSelector or 

MakeClass.C plugin (or interactively!) 

γp → e+e−(p)
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Copy the Files to a Directory You Own
• cp /work/halld/home/acschick/AIworkshop2025_TMVA/*.* . 

• TMVAClassification.C  Training of your models 

• TMVAClassificationApplication  Inference on your data 

• DSelector  Produce flat trees to classify or be used in training (done for 
you)

→
→

→
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TMVAClassification.C
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1. Select which models to train
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TMVAClassification.C
1. Select which models to train 
2. Specify your signal and background (the two classes for classification) ROOT files.  
     Open them, and then get the ROOT trees.  

Whatever the names of your trees are in your signal 
and background files
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TMVAClassification.C
1. Select which models to train 
2. Specify your signal and background (the two classes for classification) ROOT files.  
     Open them, and then get the ROOT trees.   
3. Specify your training features and  
     “spectator” variables. 

AddVariable for features used in training 

AddSpectator for any variables you need to do your 
physics analysis after model inference, but don’t need 
in your model.
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What are Spectator Variables?

• The ROOT tree that used in training must have all the same branches 
as the data ROOT tree you will classify 

• The spectator variables are every variable you need to perform your 
analysis after any cuts you apply based on the model inference.   

• Simple approach: write all the original branches in the ROOT tree 
produced by the reaction filter plugin into your flat ROOT tree
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Making Flat ROOT Trees with the DSelector
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TMVA doesn’t know how to handle the “combo” structure of the original ROOT file 
The data type of the data must be floats. 
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Customizing Your Models

Specify number of events to use in training
select which events are used in training and in validation randomly

use all remaining events are validation

Specify model architecture

Train your model by running your TMVAClassification.C macro
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Text output from training will rank usefulness of training variables, and rank models by their performance
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After training completes, a GUI will appear allowing you to explore the results from training and validation. 
Almost all the plots here are interesting, but it’s worth pointing out specifically: 
Classifier Output Distributions, Classifier Cut Efficiencies, ROC curve
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You can reopen the training file and see all these plots with 

You can also explore all the results from training with a TBrowser(), and customize your own histograms. 
Some of the default plots TMVA makes lack the ability to manipulate, e.g. the Y axis and hides important info.

MVA_MLP_S
Entries  416431
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MVA_MLP_S
Entries  416431
Mean   0.9733
Std Dev    0.06831

 MLP Model Response (Training)+π/+e

 simulation+signal: e

 GlueX data+πbackground: 

This is the same plot as the left, but I changed 
the draw options to better show what’s going on. 
Don’t trust the default TMVA plots outright!  
They may be hiding relevant info
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TMVAClassificationApplication.C
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Set what inferences you will perform
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TMVAClassificationApplication.C
List all your variables that you want in the output file for your analysis 
Load in the variables that you will actually perform the inference with, and then the spectator variables
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TMVAClassificationApplication.C
Point to the file containing signal and background you want to classify. The structure of this file must match 
exactly the structure of the files used in the training of the models

Define the output file = input file + model inferences
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TMVAClassificationApplication.C

If you add more models, you have to add to this list.

Perform the application

You can then analyze the data by using MakeClass or MakeSelector on the ROOT tree that this macro outputs. 
I’ve included some basic slides on using MakeClass after this slide.  
Example Class: /work/halld/home/acschick/channels/epemmissprot/TMVA_RBHG/Temp_Class_2eTMVA.C 
can copy a lot of the code into your own class.
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MakeClass()

• Need to write a program that loops over all events. 
• Since this is such a common task, ROOT provides a utility to 

generate a skeleton class to loop over the entries of a tree. 

MyTree->MakeClass(“NameOfClass”); 
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Two new files generated
• Exit ROOT and type ls into your terminal.  
• There should be two new files:  

 
The .h file automatically declares 
all your variables for you and the file 
it runs over. 
 
The .C file contains your loop where 
actual analysis will occur 
 
Let’s open the .C file 
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Declare Out-file 
Histograms, etc.

Include any libraries we need 
Define functions 
Define constants

Write the code that does math  
and fills histograms inside the loop

Write to outfile and close as the last thing 

                  oFile->Write();    
                  oFile->Close();

  const double ElectronMass = 5.109989461e-4;

  TFile* oFile = TFile::Open("Histograms.root", “RECREATE"); 
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root -l 
.L MyClassName.C 
MyClassName l; l.Loop()

Analyze the Data

Because we are using flat trees, all combos in an event get turned into their own event. 
This means in your analysis you must either 
1. set up your own uniqueness tracking in your macro 
2. perform accidental subtraction on all histograms even if they don’t directly involve  

the photon energy.


