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[Launch Verll1l

® [aunched on February 27 2015
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CPU Time vs Wall Time

® Requested 6 cores for each job, run with -PNTHREADS=6
® Includes time to copy input file from cache

® Difference in CPU time compared to last time: CPU time much higher to wall time
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Database Utilization

® FEach job’s info 1s stored in DB — cross-analyze different launches

® Compare CPU time of same files for different launches
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Database Utilization

® FEach job’s info 1s stored in DB — cross-analyze different launches

® Compare CPU time of same files for different launches
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