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Launch Ver11
• Launched on February 27 2015

• Output:
- detector plugins

- REST

- EventStore

time since start (hrs)
0 10 20 30 40 50 60

# 
jo

bs
 a

rri
vi

ng
 a

t s
ta

ge

0

1000

2000

3000

4000

5000

6000

submit dependency pending
staging in active staging out
complete

number of jobs arriving at each
stage since launch time

pileup of pending due
to cached files, or 

other users

submitted

finished

2



CPU Time vs Wall Time
• Requested 6 cores for each job, run with -PNTHREADS=6

• Includes time to copy input file from cache

• Difference in CPU time compared to last time: CPU time much higher to wall time
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CPU time for launch ver09 (min)
0 50 100 150 200 250 300 350

C
PU

 ti
m

e 
fo

r l
au

nc
h 

ve
r1

0 
(m

in
)

0

50

100

150

200

250

300

350

Database Utilization 
• Each job’s info is stored in DB � cross-analyze different launches

• Compare CPU time of same files for different launches

ver10 vs ver09 shows good correlation of CPU times
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Database Utilization 
• Each job’s info is stored in DB � cross-analyze different launches

• Compare CPU time of same files for different launches

CPU time for launch ver10 (min)
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ver11 has much lower CPU time than ver10
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