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Input/Output Controller (I0C)

» In EPICS the process variables (PVs) can be accessed over the network.
o Servers provide (serve) PVs while clients consume them.

» Almost all EPICS variablesin Hall D are provided by specialized programs called IOC.
o Exceptionissolenoid PXlIserver which is not technicallyan 10C.
o Each EPICS process variable (PV) belongsto one IOC.
o Whenan IOCdies oris stopped all its EPICS variables will disappear.
o 10C may need to be rebooted when a problemis identified that cannot be resolved while
keeping IOC online.
= Need buttons and other widgets to simplify rebooting process
» 10C-s talk to the hardware and serve various quantitiesas variables over the network.
o Cantalkto COTS hardware that we buy or to custom made systems like PLC or PXI.

» Hall D IOC-s are programs compiled and executed on Linux hosts
o We us procServ Linux utility as a host program for executing EPICS 10C in the background.

= Requires an TCP port assignment.
= Killing container procServ will kill the corresponding 10C as well.
v' procServ should not be killed.

o 10C can be executed directly from a command line as well.

» Official Hall D IOC-s are running on gluonioc1 Linux server.

o gluoniocliscurrentlyan aliasto gluon29.
o gluonioc2iscurrentlyanaliasto gluon30and is used for EPICS development purposes.

» Hall D will be running about a dozen of IOC-s at a time for various subsystems.
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Login as hdops
user to gluon
machines, eg
gluon02.

Start Hall D
EPICS GUIs by

typing
gluex_css.

Click on the
TOP OPIlicon on
the toolbar and
select “Main
Action Bar”.

When Main
Action Bar
appears on the
left side, find
|IOC sections
and click on
Status of 10Cs.
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summary

»10C-s are critical components of Hall D controls system.
» We need a system to monitor manage the 10Cs.

»There is a preliminary version of such system.

o Many IOC are already included.
o Can be launch from the Hall D EPICS GUIs.

» Voltage control I0C-s are not included yet.
o Soon to be added to the list.

» Care should be taken when rebooting 10C
o May require coordination with people who might be currently using it

o There might be a procedure that needs to be followed for rebooting an 10C.
= Not easy to automate.



